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ABSTRACT
Ranking is the most important component in a search system. Most
search systems deal with large amounts of natural language data,
hence an effective ranking system requires a deep understanding
of text semantics. Recently, deep learning based natural language
processing (deep NLP) models have generated promising results on
ranking systems. BERT is one of the most successful models that
learn contextual embedding, which has been applied to capture
complex query-document relations for search ranking. However,
this is generally done by exhaustively interacting each query word
with each document word, which is inefficient for online serving
in search product systems. In this paper, we investigate how to
build an efficient BERT-based ranking model for industry use cases.
The solution is further extended to a general ranking framework,
DeText, that is open sourced and can be applied to various ranking
productions. Offline and online experiments of DeText on three
real-world search systems present significant improvement over
state-of-the-art approaches.
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1 INTRODUCTION
Search systems provide relevant documents to users who are look-
ing for specific information through queries. A user receives a list
of ranked documents ordered by search relevance, where ranking
plays a crucial role to model such relevance that directly affects con-
sequential user interactions and experience. Most search systems
deal with a large amount of natural language data from queries,
profiles, and documents. An effective search system requires a deep
understanding of the context and semantics behind natural lan-
guage data to power ranking relevance.
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Traditional ranking approaches largely rely on word/phrase ex-
act matching features, which has a limited ability to capture con-
textual and deep semantic information. In the recent decade, deep
learning based natural language processing technologies present
an unprecedented opportunity to understand the deep semantics
of natural language data through embedding representation [13].
Moreover, to enhance contextual modeling, contextual embedding
such as BERT [8] has been proposed and extensively evaluated
on various NLP tasks with significant improvements over existing
techniques.

However, promoting the power of BERT in ranking is a non-
trivial task. The current effective approaches [6, 18, 22] integrate
BERT as an embedding generation component in the rankingmodel,
with the input a concatenated string of query and document texts.
BERT is then fine tuned with ranking loss. The inherent transformer
layer [27] in BERT allows direct context sharing between query
words and document words, exploiting the power of contextual
modeling in BERT to the greatest extent, as the query word embed-
dings can incorporate many matching signals in documents. This
approach, in the category of interaction based models [7, 11, 28],
comes with a significant challenge in online serving: a) the heavy
BERT computation on the fly is not affordable in a real world
search system; and b) the interaction based structure, as applied
to concatenated query and document, precludes any embedding
pre-computing that can reduce computation.

To enable an efficient BERT-based ranking model for industry
use cases, we propose to use representation based structure [13, 26].
Instead of applying BERT to a concatenated string of query and
document texts, it generates query and document embeddings in-
dependently. It then computes the matching signals based on the
query and document embeddings. This approach makes it feasible
for pre-computing document embedding; thus, the online system
only needs to do BERT real-time computation for queries. By inde-
pendently computing query and document embeddings, however,
we may lose the enhancement on the direct context sharing be-
tween queries and documents at word-level [22]. This trade-off
makes it a challenge to develop a BERT-based ranking model that
is both effective and efficient.

In this work, we investigated the BERT-based ranking model
solution with representation-based structure, and conducted com-
prehensive offline and online experiments on real-world search
products. Furthermore, we extended the model solution into a gen-
eral ranking framework, DeText (Deep Text Ranking Framework),
that is able to support several state-of-the-art deep NLP components
in addition to BERT. The framework comes with great flexibility
to adapt to various industry use cases. For example, BERT can be
applied for ranking components that have rich natural language
paraphrasing; CNN can be applied when ease of deployment is a
top concern for a specific system.
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Beyond the ranking framework, we also summarized experience
on developing ane�ective and e�cient ranking solution with
deep NLP technology, and how to balance e�ectiveness and e�-
ciency for industry usage in general. We shared practical lessons of
improving relevance performance while maintaining a low latency,
as well as general guidance in deploying deep ranking models into
search production.

The contribution of this paper is summarized below:

� We developed a representation based ranking solution pow-
ered by BERT and successfully launched it to LinkedIn's
commercial search engines.

� We extended the ranking solution into a general ranking
framework, DeText, that can be applied to di�erent search
products with great �exibility. The code is open sourced for
public usage.1

� We provided practical solutions and lessons on developing
and deploying neural ranker models with deep NLP w.r.t.
balance between e�ciency and e�ectiveness.

2 RELATED WORK
In this section, we �rst introduce how Deep NLP models extract
text embeddings, discuss their application in ranking, and then
introduce the status of ranking model productionization.

2.1 Deep NLP based Ranking Models
There are two categories of deep NLP based ranking mod-
els: representation based and interaction based models.Repre-
sentation basedmodels learn independent embeddings for the
query and the document. DSSM [13] averages the word embed-
dings as the query/document embeddings. Following this work,
CLSM/LSTM-RNN [20, 26] encodes word order information using
CNN[16]/LSTM[12], respectively. All these three works assume
that there is only one �eld on the document side, and the docu-
ment score is the cosine similarity score of the query/document
embedding. NRM-F [30] adds more �elds in the document side and
achieves better performance. One major weakness of representa-
tion based networks is the failure to capture local lexical matching,
since the text embedding,e.g., a 128 dimensional vector, cannot
summarize all the information in the original text.

To overcome the issue,interaction based modelscompare each
part of the query with each part of the document. In DRMM [11],
a cosine similarity is computed for each word embedding in the
query and each word embedding in the document. The �nal docu-
ment score is computed based on the pairwise word similarity score
histogram. K-NRM [28] and Conv-KNRM [7] extended DRMM by
kernel pooling and pairwise ngram similarity, respectively. Recently,
BERT [8] has shown superior performance [6, 18, 22] in ranking. It
is considered an interaction based model, since the query string and
document string are concatenated as one sentence, where trans-
former layer [27] compares every word pair in that sentence.

In experiments of previous works, interaction based methods
usually produce better relevance results than representation based
methods, at the cost of longer computation time introduced by the
pairwise word comparison.

1www.github.com/linkedin/detext

(a) People Search (b) Job Search (c) Help Center

Figure 1: The �rst two �gures show the search result of
"cloud computing" in people search/job search, respectively.
The last �gure shows an example of query "ask for recom-
mendation" in help center search.

Table 1: Summary of three vertical searches.

People Job Help Center

No. of Unique Docs 600M 20M 2,700

2.2 Productionizing Deep Neural Ranker
Commercial search engines have a strict requirement on the serving
latency. Despite better relevance performance, the interaction based
ranking approaches are not scalable due to the heavy interaction
computation. Therefore, to our best knowledge, the representation
based approaches are generally used for production.

With representation based approaches, existing work uses em-
bedding pre-computing, either for documents [23, 29] or for mem-
ber pro�les (personalization) [10]. It requires a huge amount of
hard disk space to store the embedding, as well as a sophisticated
system design to refresh the embeddings when there are any docu-
ment/pro�le changes.

3 SEARCH SYSTEMS AT LINKEDIN
There are many search ranking systems at LinkedIn. Figure 1 shows
three examples: people search that retrieves member pro�le docu-
ments; job search that ranks job post documents; and help center
search that returns FAQ documents. The number of unique doc-
uments in each search system is listed in Table 1. In general, the
common part of these ranking systems is to discover the relevant
documents, based on many hand-crafted features. Similar to other
vertical searches such as Yelp or IMDB, the documents at LinkedIn
are semi-structured with multiple �elds. For example, member pro-
�les contain headline, job title, company, etc. In general, the re-
trieval and ranking process needs to be �nished around one or
several hundred milliseconds.

The data from these three search verticals are di�erent in nature.
The queries and documents in help center search are the most
similar to natural language,i.e., the text data is more likely to be
a normal sentence with proper syntax, and majority queries are
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