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ABSTRACT
Search and recommender systems share many fundamental compo-
nents including language understanding, retrieval and ranking, and
language generation. Building powerful search and recommender
systems requires processing natural language effectively and ef-
ficiently. Recent rapid growth of deep learning technologies has
presented both opportunities and challenges in this area. This tu-
torial offers an overview of deep learning based natural language
processing (NLP) for search and recommender systems from an
industry perspective. It first introduces deep learning based NLP
technologies, including language understanding and language gen-
eration. Then it details how those technologies can be applied
to common tasks in search and recommender systems, including
query and document understanding, retrieval and ranking, and lan-
guage generation. Applications in LinkedIn production systems are
presented. The tutorial concludes with discussion of future trend.
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1 INTRODUCTION
Search and recommender systems process rich natural language text
data such as user queries and documents. Achieving high-quality
search and recommendation results requires processing and under-
standing such information effectively and efficiently, where natural
language processing (NLP) technologies are widely deployed. In re-
cent years, the rapid development of deep learning models has been
proven successful for improving various NLP tasks, indicating their
great potential of promoting search and recommender systems.

In this tutorial, we summarize the current effort of deep learning
for NLP in search/recommender systems. We first give an overview
of search/recommender systems with NLP, then introduce basic
concept of deep learning for NLP [4, 9, 17, 19, 26, 27], covering
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state-of-the-art technologies in both language understanding and
language generation. After that, we share our hands-on experi-
ence with LinkedIn applications. In the end, we highlight several
important future trends.

We focus on three fundamental components of search and rec-
ommender systems: 1). query and document understanding ex-
tracts and infers relevant information, such as intent prediction
[16], entity tagging and disambiguation [13, 24], topic understand-
ing [1, 18], and opinion mining [11, 14]; 2). retrieval and ranking
methodologies designed with strong latency restrictions [6, 8, 15]
and various matching strategies [3, 10, 12]; and 3). language gen-
eration techniques designed to proactively guide/interact with
users to further resolve ambiguity, including query reformulation,
(i.e., query suggestion [7, 23], auto-completion [20], spell correc-
tion [5]) and conversational recommendation [2, 25]. At last, we
illustrate end-to-end real-world examples in LinkedIn, sharing our
experiences in algorithm development and infrastructure building,
especially a conversation AI [21, 22] usage for help center and
natural language search at LinkedIn.
Targeted Audience The tutorial is suitable for academic and in-
dustrial researchers, graduate students, and practitioners. After
the tutorial, we expect the audience have learnt concepts and
principles of applying state-of-the-art deep learning for NLP in
search/recommender systems, and gained real-world experiences
through illustrative examples of end-to-end systems.

2 TUTORIAL OUTLINE
1. Introduction (15 mins)

(1) Overview of Search and Recommender Systems
(2) NLP in Search and Recommender Systems

2. Deep Learning for NLP (45 mins)
(1) Preliminaries
(2) Language Understanding
(3) Language Generation

3. Deep NLP in Search and Recommender Systems (90 mins)
(1) Query and Document Understanding

• Intent Prediction
• Entity Tagging and Disambiguation
• Topic Understanding
• Opinion Mining

(2) Retrieval and Ranking
• Efficient Candidate Retrieval
• Deep Ranking Models

(3) Language Generation for Interaction with Users
• Query Reformulation
• Conversational Recommendation

4. Real-world Examples (50 mins)
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(1) An End-to-end Example of Deep NLP in LinkedIn Job
Search/Recommender Systems

(2) Conversational AI
• Chatbot for LinkedIn Help Center
• Natural Language Search at LinkedIn

5. Future Trends and Conclusions (10 mins)

3 PRESENTERS’ BIOGRAPHY
Dr. Weiwei Guo is a senior software engineer at LinkedIn where
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reviewed papers in top conferences and journals including ICML,
KDD, ICDM, AAAI, SDM, CIKM, and KAIS. He has served as re-
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NIPS, SIGIR, ICML, SDM, CIKM, JSM etc.

Dr. Liang Zhang is a Director of Machine Learning Engineering
at LinkedIn, leading Search and Sales Solution AI efforts. During his
time at LinkedIn, Liang has led a lot of critical AI projects in many
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Search) to success and brought great improvements of experiences
to the 500M+ professional users of LinkedIn through the cutting-
edge AI technology. Liang has published extensively in top-tier
conferences and journals, and coauthored 20+ AI-related patents.
Liang also served as the Program Committee members for various
data mining and machine learning venues.

Dr. Bee-Chung Chen is a Principal Staff Engineer at LinkedIn
with extensive industrial and research experience in recommender
systems, some of which is summarized in the book titled Statistical
Methods for Recommender Systems. He currently leads the devel-
opment of LinkedIn’s machine learning technology. He was a key
designer of the recommendation algorithms that power LinkedIn
news feed, Yahoo! homepage, Yahoo! News and other sites. His
research interests include recommender systems, machine learning
and big data processing.

Dr. Deepak Agarwal is the VP of Artificial Intelligence at
LinkedIn. He is an expert in Artificial Intelligence technologies and

engineering leadership with more than twenty years of experience
developing and deploying state-of-the-art machine learning and
statistical methods for improving the relevance of web applications.
He is a Fellow of the American Statistical Association, Member
Board of Directors for SIGKDD, program chair of KDD in the past
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